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The minimum-bias multiplicity distribution and the transverse momentum and pseudorapidity distri-
butions for central collisions have been measured for negative hadrons (h2) in Au 1 Au interactions
at

p
sNN � 130 GeV. The multiplicity density at midrapidity for the 5% most central interactions is

dNh2 �dhjh�0 � 280 6 1�stat� 6 20�syst�, an increase per participant of 38% relative to pp̄ collisions
at the same energy. The mean transverse momentum is 0.508 6 0.012 GeV�c and is larger than in
central Pb 1 Pb collisions at lower energies. The scaling of the h2 yield per participant is a strong
function of p�. The pseudorapidity distribution is almost constant within jhj , 1.

DOI: 10.1103/PhysRevLett.87.112303 PACS numbers: 25.75.Dw
The collision of high energy heavy ions is a promising
laboratory for the study of nuclear matter at high energy
density and the possible creation and decay of the quark
gluon plasma [1]. A new era in the study of high energy
nuclear collisions began in the year 2000 with the first
operation of the Relativistic Heavy Ion Collider (RHIC)
at Brookhaven National Laboratory.

The multiplicity and inclusive single particle transverse
momentum (p�) distributions of hadrons are important
tools for understanding the evolutionary path of the sys-
tem created in the collision and help to determine the
characteristics of the early, hot, and dense phase. In this
Letter we present the minimum-bias multiplicity distri-
bution and the pseudorapidity (h) and p� distributions
for the 5% most central collisions for negative hadrons
(h2) in Au 1 Au interactions at a center-of-mass energy
of

p
sNN � 130 GeV per nucleon pair, measured by the

STAR detector at RHIC. The results are compared with
reference data from pp̄ collisions at a similar energy and
collisions of heavy nuclei at a lower energy.

The main tracking detector for STAR is a large time
projection chamber (TPC), which measures charged
particles in the pseudorapidity range jhj , 1.8 with
complete azimuthal acceptance. It is placed inside a
uniform solenoidal magnetic field of strength 0.25 T.
The trigger detectors are an array of scintillator slats
(CTB) arranged in a barrel surrounding the TPC, and two
hadronic calorimeters (ZDCs) at 618 m from the detector
center and at zero degrees relative to the beam axis. The
ZDCs intercept spectator neutrons from the collision and
provide a measure of the collision centrality. Further
details on the apparatus can be found in [2].

During the summer 2000 run, RHIC delivered collisions
between Au nuclei at

p
sNN � 130 GeV. The data pre-

sented here are from a minimum-bias sample, triggered
by a coincidence of signals above threshold in both ZDCs
with the RHIC beam crossing. The ZDC threshold was set
to ensure efficient detection of single spectator neutrons.
The efficiency of the ZDC coincidence trigger for central
events was measured using a high-threshold CTB trigger.
The trigger efficiency was found to be above 99% for the
entire range of multiplicities reported in this Letter.

The off-line reconstruction found a primary vertex for
each event by propagating the measured tracks through
the field towards the beam line. The vertex resolution
for high multiplicity events is approximately 150 mm,
both perpendicular and parallel to the beam axis. Events
used in the analysis have a vertex within 695 cm of
the center of the TPC along the beam axis. The vertex
finding efficiency is 100% for events with more than
50 primary tracks in the TPC acceptance, decreasing to
60% for those with fewer than five primary tracks. Sixty
112303-2
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thousand minimum-bias Au 1 Au events were used for
this analysis.

Particle production was studied through the yield of pri-
mary negative hadrons, comprising mostly p2 with an ad-
mixture of K2 and p̄. The h2 distribution includes the
products of strong and electromagnetic decays. Negatively
charged hadrons were studied in order to exclude effects
due to participant nucleons. Charged particle tracks re-
constructed in the TPC were accepted for this analysis if
they fulfilled requirements on the number of points on the
track and on pointing accuracy to the event vertex. The
measured raw distributions were corrected for acceptance,
track reconstruction efficiency, and contamination due to
interactions in material, misidentified nonhadrons, and the
products of weak decays. The reconstruction efficiency
was determined by embedding simulated tracks into real
events at the raw data level, reconstructing the full events,
and comparing the simulated input to the reconstructed
output. This technique requires a precise simulation of
isolated single tracks, achieved by a detailed simulation
of the STAR apparatus based on GEANT [3] and a micro-
scopic simulation of the TPC response. The multiplicity of
the embedded tracks was limited to 5% of the multiplicity
of the real event in the same phase space as the simulated
data, thereby perturbing the real event at a level below the
statistical fluctuations within the event sample.

The acceptance is on average 95% for tracks within
the fiducial volume having p� . 300 MeV�c. The
tracking efficiency ranges between 70% 95%, depending
on p� and the multiplicity of the event. For tracks with
p� . 200 MeV�c the efficiency is above 85%. Accepted
tracks for this analysis have 0.1 , p� , 2 GeV�c
and jhj , 1.0.

Instrumental backgrounds due to photon conversions
and secondary interactions with detector material were
estimated using the detector response simulations men-
tioned above, together with events generated by the
HIJING model [4]. The simulations were calibrated using
data in regions where background processes could be
directly identified. The measured yield also contains con-
tributions from the products of weak decays, primarily K0

S ,
that were incorrectly reconstructed as primary tracks. The
background fraction of the raw signal is approximately
20% at p� � 100 MeV�c, decreasing with increasing
p�. The average fraction of background tracks in the
uncorrected sample is 7%. All corrections were calcu-
lated as a function of the uncorrected event multiplicity.
The systematic uncertainty due to the corrections was
estimated by studying the variation in the final spectra
due to both a large variation in the track quality cuts
with corresponding recalculation of the correction factors,
and a small variation in the track quality cuts with no
adjustment of the correction factors.

Figure 1 shows the corrected, normalized multiplicity
distribution within jhj , 0.5 and p� . 100 MeV�c for
minimum bias Au 1 Au collisions. The data were nor-
malized assuming a total hadronic inelastic cross section
112303-3
FIG. 1. Normalized multiplicity distribution of h2 with p� .
100 MeV�c in Au 1 Au collisions at

p
sNN � 130 GeV. The

shaded area is 5% most central collisions, selected by ZDC coin-
cidence. The solid curve is the prediction from the HIJING model.

of 7.2 b for Au 1 Au collisions at
p

sNN � 130 GeV,
derived from Glauber model calculations [5]. The mul-
tiplicity bin below Nh2 � 5 is not shown, due to large
systematic uncertainties in the vertex reconstruction effi-
ciency and large background contamination. Its relative
contribution to the total cross section was estimated to be
21% by normalizing the HIJING multiplicity distribution
to the measured data in the region 5 , Nh2 , 25. This
procedure relies on the assumption that very peripheral
interactions are well described by the superposition of a
few nucleon-nucleon collisions in the geometry of a nu-
clear collision, and can therefore be accurately modeled
by HIJING. The systematic error on the vertical scale is es-
timated to be 10% and is dominated by uncertainties in the
total hadronic cross section and the relative contribution of
the first bin. The systematic error on the horizontal scale
is 6% for the entire range of multiplicity and is depicted
by horizontal error bars on a few data points only.

The shape of the h2 multiplicity distribution is domi-
nated over much of the Nh2 range by the nucleus-nucleus
collision geometry, consistent with findings at lower ener-
gies. However, the shape of the tail region at large Nh2 is
determined by fluctuations and acceptance. These over-
all features are also observed in the HIJING calculation,
shown as a histogram in Fig. 1. The distribution for the
5% most central collisions (360 mb), defined using ZDC
coincidence, is shown as the shaded area in Fig. 1.

Figure 2, upper panel, shows the transverse momentum
distribution of negatively charged hadrons for central
Au 1 Au collisions at midrapidity (jhj , 0.1) within
0.1 , p� , 2 GeV�c. Statistical errors are smaller
than the symbols. The correlated systematic error is
estimated to be below 6%. The data are fit in the range
112303-3
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FIG. 2. Upper panel: h2p� spectra for the 5% most central
Au 1 Au collisions at midrapidity (jhj , 0.1) for several sys-
tems. The curves are power-law fits to the data. Lower panel:
ratio of STAR and scaled UA1 p� distributions (see text).

0.2 , p� , 2 GeV�c by a QCD inspired power-law
function of the form d2Nh2 �dp2

�dh � A�1 1 p��p0�2n

where A, n, and p0 are free parameters. The upper
panel of Fig. 2 also shows the p� distributions of nega-
tively charged hadrons for central Pb 1 Pb collisions at
p

sNN � 17 GeV from NA49 [6] and for minimum-bias
pp̄ collisions at

p
s � 200 GeV from UA1 [7], fitted

with the same function. The NA49 distribution, which
was reported in units of pion rapidity, was transformed to
units of pseudorapidity. The UA1 invariant cross section
Ed3s�d3p reported in Ref. [7] was scaled by 2p�sinel,
where sinel � 42 mb [8]. The power law fits all three
data sets well. The mean p� can be derived from the fit
parameters as � p�� � 2p0��n 2 3�. The fit to the STAR
data gives p0 � 3.0 6 0.3 GeV�c, n � 14.8 6 1.2, and
� p�� � 0.508 6 0.012 GeV�c. The strong correlation of
fit parameters p0 and n must be taken into account when
calculating the error on � p��. The � p�� from STAR
is larger than that from both central collisions of heavy
nuclei at much lower energy (� p��NA49 � 0.429 GeV�c
[9]) and nucleon-nucleon collisions at a comparable
energy (� p��UA1 � 0.392 6 0.003 GeV�c�.

The PHENIX Collaboration has reported that �E���
�Nch� central collisions of heavy nuclei is constant between
Super Proton Synchrotron (SPS) and RHIC energies, with
a value of �0.8 GeV [10]. Under the assumption that the
particle composition does not change significantly between
the SPS and RHIC, this finding is in apparent disagreement
112303-4
with the above observation that � p�� increases by 18%. It
should be noted, however, that the systematic error on the
SPS measurement of �E����Nch� is 20% [11], so that these
results are consistent within errors.

Figure 2, lower panel, shows the ratio of the STAR and
UA1 p� distributions. Since the UA1 distribution is mea-
sured at

p
s � 200 GeV, ds�dp� is scaled by two factors

for quantitative comparison to the STAR data at 130 GeV:
(i) R�130�200�, the p� dependent ratio of invariant cross
sections for charged particle production in pp̄ collisions
at
p

s � 130 and 200 GeV, and (ii) TAA � 26 6 2 mb21,
the nuclear overlap integral [12] for the 5% most cen-
tral Au 1 Au collisions. R varies from 0.92 at p� �
0.2 GeV�c to 0.70 at p� � 2.0 GeV�c, and was derived
using scaling laws for � p�� and dNch�dh as a function ofp

s [7,13] together with the extrapolation to 130 GeV of
power-law parameterizations at

p
s � 200 900 GeV [7].

The shaded boxes show the total error of the ratio, which
is the linear sum of the errors of the measured data, de-
picted by the error bars, and the systematic error due to
uncertainties in the scaling with TAA and R.

There are two simple predictions for the scaled ratio.
In lower energy hadronic and nuclear collisions, the to-
tal pion yield due to soft (low p�) processes scales as
the number of participants (“wounded” nucleons) in the
collision (e.g., [6,14]). The scaled ratio in this case is
0.164, assuming 172 participant pairs [15] and a mean
number of binary collisions of 1050 (� sinelTAA, where
for

p
s � 130 GeV sinel � 40.5 mb [8]) for the 5% most

central Au 1 Au events. In contrast, if hadron produc-
tion is due to hard (high p�) processes and there are no
nuclear-specific effects (see below), the hadron yield will
scale as the number of binary nucleon-nucleon interactions
in the nuclear collision and the value of the ratio is unity.
There are important nuclear effects which may alter the
scaling as a function of p� from these simple predictions,
including initial state multiple scattering [16], shadowing
[17], jet quenching [18], and radial flow [19]. The scaled
ratio exhibits a strong p� dependence, rising monotoni-
cally with increasing p� from wounded nucleon scaling
at low p� but not reaching binary collision scaling at the
highest p� reported. This is consistent with the presence
of radial flow, as well as the onset of hard scattering contri-
butions and initial state multiple scattering with rising p�.

Figure 3 shows the normalized pseudorapidity distri-
bution of h2 for the 5% most central collisions within
jhj , 1.0, both for p� . 100 MeV�c and for all p�. The
latter was obtained by fitting a power-law function in the
range 0.1 , p� , 2 GeV�c and extrapolating to p� � 0
in order to estimate the content of the first bin. The
error bars indicate the uncorrelated systematic errors. The
statistical errors are negligible. The correlated systematic
error applied to the overall normalization is estimated to
be below 6% for p� . 100 MeV�c and 7% for all p�.

The h distribution is almost constant within jhj , 1,
exhibiting a small rise at larger h. This shape is expected
from a boost invariant source (i.e., constant in rapidity),
112303-4
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FIG. 3. h2 pseudorapidity distribution from 5% most central
Au 1 Au collisions for p� . 100 MeV�c (filled circles) and
all p� (open squares).

taking into account the transformation from y to h. It
should be noted that in Pb 1 Pb collisions at

p
sNN �

17 GeV the pseudorapidity distribution of charged hadrons
[20] and the rapidity distribution of negative hadrons (as-
suming the pion mass) [6] were found to peak at midra-
pidity, suggesting a significant change in the longitudinal
phase space distribution between the SPS and RHIC. Mea-
surement of the rapidity distribution of identified particles
is needed to establish the boost invariance at RHIC.

The h2 density at midrapidity for p� . 100 MeV�c
is dN�dhjh�0 � 261 6 1�stat� 6 17�syst�. Extrapola-
tion to p� � 0 yields dN�dhjh�0 � 280 6 1�stat� 6
20�syst�. Assuming an average of 172 participant pairs
per central Au 1 Au collision, this corresponds to 1.63 6

0.12h2 per participant nucleon pair per unit pseudora-
pidity, a 38% increase over the yield in pp̄ collisions
extrapolated to the same energy [21] (we neglect isospin
correction factors of order 1% 3%) and a 52% increase
over Pb 1 Pb collisions at

p
sNN � 17 GeV [6].

For the total charged multiplicity density in Au 1 Au
interactions at

p
sNN � 130 GeV, the PHOBOS Collabo-

ration has reported dNch�dhjjhj,1 � 555 6 12�stat� 6

35�syst� (6% most central collisions) [22], while the
PHENIX Collaboration has reported dNch�dhjh�0 �
622 6 1�stat� 6 41�syst� (5% most central) [23]. To
compare to these results, positive charged particles
were analyzed in the framework described above. For
the 5% most central collisions, STAR measures a total
charged multiplicity density of dNch�dhjh�0 � 567 6

1�stat� 6 38�syst�.
In conclusion, we find that particle production per

participant in central Au 1 Au collisions at
p

sNN �
130 GeV increases by 38% relative to pp̄ and 52%
compared to nuclear collisions at

p
sNN � 17 GeV. The

p� distribution is harder than that of the pp̄ reference
system for the p� region up to 2 GeV�c. Scaling of
112303-5
produced particle yield with the number of participants
shows a strong dependence on p�, with wounded nucleon
scaling achieved only at the lowest measured p�. The
h2 pseudorapidity distribution is almost constant within
jhj , 1.
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